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ABSTRACT

Accent conversion (AC) seeks to transform second-language (L2) utterances to appear as if produced with a native (L1) accent. In the acoustic domain, AC is difficult due to the complex interaction between linguistic content and voice quality. Alternatively, AC can be performed in the articulatory domain by building a mapping from L2 articulators to L2 acoustics, and then driving the model with L1 articulators. However, collecting articulatory data for each L2 learner is impractical. Here we propose an approach that avoids this expensive step. Our method builds a cross-speaker forward mapping (CSFM) to generate L2 acoustic observations directly from L1 articulatory trajectories. We evaluated the CSFM against a baseline articulatory synthesizer trained with L2 articulators. Subjective listening tests show that both methods perform comparably in terms of accent reduction and ability to preserve the voice quality of the L2 speaker, with only a small impact in acoustic quality.

Index terms—Data-driven articulatory synthesis, accent conversion, voice conversion

1. INTRODUCTION

Studies in computer assisted pronunciation training (CAPT) for second language (L2) learners have suggested that practice is more effective if the voice to imitate is similar to the learner’s [1, 2]. In practical settings, however, it is not possible to find a matching voice for each potential learner. For this reason, various techniques have been proposed to transform utterances from L2 speakers to sound as if they had been produced with a native accent [3, 4]. In previous work [3], we have suggested that such techniques may be used to provide the “golden speaker” for each learner: their own voice but with a native accent.

Accent conversion can be performed in the acoustic [3-5] and articulatory domains [6]. Acoustic methods are appealing since audio recordings are easy to obtain. Given a parallel recording from the L2 learner and a native teacher (L1), these methods attempt to extract the linguistic content from the L1 utterance and combine it with the voice quality carrier from the L2 utterance. However, linguistic content and voice quality interact in complex ways in the acoustic domain, so the resulting blended utterance can often be perceived as having the identity of a third speaker [3]. These methods also require accurate time alignment between L1 and L2 utterances. In contrast, articulatory methods make linguistic gestures readily available via the position and trajectory of the measured articulators [6]. Briefly, these methods build an L2 articulatory synthesizer (i.e., a forward mapping from L2 articulators to L2 acoustics), and then drive the synthesizer with L1 articulators; see Fig. 1a. However, these methods are impractical for most CAPT settings since they require access to articulatory recordings from each L2 learner.

In this paper, we propose an articulatory method for accent conversion that does not require L2 articulatory recordings. Given an acoustic-only corpus for the L2 learner and a joint acoustic-articulatory corpus from a single L1 teacher, the method builds a cross-speaker forward mapping (CSFM) to predict L2 acoustics directly from L1 articulators; see Fig. 1b. For this purpose, the method performs vocal tract length normalization (VTLN) to reduce differences in the L1 and L2 acoustic spaces that are due to vocal tract physiology [7], and then matches L1 and L2 frames based on their acoustic similarity. In a final step, the method learns a mapping from L1 articulators (those associated to each L1 frame) to L2 acoustics (those of the matching L2 frame). We compare the proposed method against a baseline technique (see Fig. 1a) in terms of perceived accent, voice quality and synthesis quality.

Our study differs from most of the prior research in accent conversion [3-5], which has focused on acoustic rather than articulatory modifications. To our knowledge, the only prior work on articulatory accent conversion is by Felps et al. [6]. The method proposed here overcomes two major limitations of that earlier work. First, Felps et al. used unit-selection synthesis, so the accent conversion performance was limited by the size of the L1 and L2 acoustic-articulatory corpus and the availability of native-like units in the L2 corpus. In contrast, our method uses a probabilistic model to build the forward mapping. More importantly, the method of Felps et al. required access to L2 articulators, whereas our proposed method bypasses this step by predicting L2 acoustics directly from L1 articulators.

2. RELATED WORK

In the above cited work, Felps et al. [6] used unit-selection synthesis to replace mispronounced diphones in an L2 utterance with those from an L2 corpus with similar articulators as those in a reference L1 utterance. Articulatory similarity was measured by means of z-score normalized Maeda parameters [8]. The method was able to preserve voice identity since mispronounced units were replaced with other L2 units, but only achieved a modest 20% reduction in accent. The authors concluded that the unit-selection synthesizer lacked flexibility due to the small size of the L2 articulatory database. This suggests that physics-based articulatory
synthesize...s [9-11] may be preferable given their added flexibility. As an example, a recent study by Toutios and Maeda [12] reported “quite natural and intelligible” VCV words from vocal tract area functions, estimated from midsagittal articulatory positions from electromagnetic articulography (EMA). However, the synthesized speech did not have the voice quality of the speaker from which the articulatory data had been collected.

Statistical articulatory synthesizers provide a practical tradeoff between unit-selection and physics-based models. Along these lines, Toda et al. [13] used Gaussian mixture models (GMM) to estimate acoustic parameters (MFCCs) from articulatory parameters (seven EMA positions, pitch and loudness). To test the capabilities of the model, the authors manipulated EMA positions to simulate the effect of speaking with the mouth wide open: the synthesized utterance had a clear shift in vowel perception from [ɪ] to [i]. Likewise, decreasing tongue-height led to a shift from [ɛ] to [a]. In more recent work [16], the authors were also able to synthesize vowels unknown to the synthesis model during training.

A major drawback of articulatory-based modification is the expensive process of recording articulators. In recent work [17], we tested whether articulatory positions predicted from acoustics (i.e., via articulatory inversion) could be used for speech synthesis. For this purpose, we used the GMM-based forward mapping of Toda et al. [13, 18]. Replacing measured EMA parameters with the inverted articulators (i.e., predicted from acoustics) reduced synthesis quality. However, re-training the GMM on inverted articulators produced synthesized speech of higher quality (a reduction in Mel Cepstral distortion of 12%) than that obtained with the measured articulators. Encouraged by this result, in this paper we seek to achieve articulatory accent conversion without the need to measure articulatory data from the L2 speaker.

3. METHODS

Both articulatory methods considered in this study, the baseline method in Fig. 2a and the cross-speaker forward mapping in Fig. 2b, are based on the probabilistic articulatory synthesizer described in [17]. We will review this earlier model first, and then describe how we adapt it for the purposes of accent conversion.

3.1 Probabilistic articulatory synthesis

Consider a speech corpus containing articulatory feature vectors \( x_t \), as measured via EMA; and the corresponding acoustic feature vectors \( Y_t = [y_t, \Delta y_t] \) (Mel Frequency Cepstral Coefficients, MFCCs and their delta value), at frame \( t \). Our articulatory synthesizer follows the GMM-based forward mapping with global variance of Toda et al. [13, 18]. In a first step, we model the joint distribution of articulatory and acoustic feature vectors \( Z_t = [x_t, Y_t] \) with a Gaussian mixture model (GMM) as:

\[
P(Z_t | \lambda^{(x)}) = \sum_{m=1}^{M} a_m \mathcal{N}(Z_t; \mu_m^{(x)}, \Sigma_m^{(x)}),
\]

where \( \lambda^{(x)} = \{a_m, \mu_m^{(x)}, \Sigma_m^{(x)}\} \) are the weight, mean and covariance of the individual \( m = 1, 2, \ldots, M \) Gaussian mixture components.

In a second step, we model the global variance (GV) of predicted acoustics to account for over-smoothing effects of the GMM. Consider the within-sentence variance of the \( d^a \) acoustic feature \( y_t(d) \), given by \( v(d) = E[(y_t(d) - E[y_t(d)])^2] \). The GV of this feature can be written as \( v(y) = E\{v(1), v(2), \ldots, v(D)\} \), where \( D \) is the dimension of \( y_t \) and \( y \) is the sequence \([y_1, y_2, \ldots, y_T] \) of acoustic vectors in an utterance. We model the distribution of GVs for all the utterances in the training set, \( P(v(y)|\lambda^{(x)}) \) with a single Gaussian \( \mathcal{N}(v(y); \mu_v^{(x)}, \Sigma_v^{(x)}) \).

At synthesis time, given the trained models \( \lambda^{(x)}, \lambda^{(y)} \) and a new sequence of articulatory vectors \( x = [x_1, x_2, x_3, \ldots, x_T] \), we obtain the maximum-likelihood acoustic (static only) trajectory \( y \):

\[
y = f(x|\lambda) = \text{argmax}_{y} \mathcal{L}(P(y|\lambda^{(y)})P(y|v, \lambda^{(x)}))
\]

where \( Y = [y_1, \Delta y_1, y_2, \Delta y_2, \ldots, y_T, \Delta y_T] \) is the time sequence of acoustic vectors (both static and the dynamic) and \( v(y) \) the variance of static acoustic feature vectors. Following [18] we solve eq. (2) via Expectation Maximization.

3.2 Articulatory normalization-synthesis (baseline method)

Given a parallel corpus1 of acoustic-articulatory recordings for both speakers, \( [Z^{(1)}, Z^{(2)}] = \{[x^{(1)}, y^{(1)}], [x^{(2)}, y^{(2)}]\} \), we generate accent conversions as follows. First, we build a forward mapping for the L2 speaker \( f_2 : x^{(2)} \rightarrow y^{(2)} \) via eq. (2). Then, we drive the model with articulatory trajectories from the L1 speaker. To account for differences in vocal tract and EMA pellet placement, we transform L1 articulators into the equivalent positions for the L2 speaker using a pellet-specific second-order polynomial transformation2. Namely, given the coordinates \( (a_x, a_y) \) for pellet ‘A’ in the L1 frame, we estimate the equivalent position \( (a_x, a_y) \) of that pellet in L2 as:

\[
[a_x, a_y] = \begin{bmatrix} 1 & a_x & a_y & a_x a_y & a_y^2 & a_x^2 \end{bmatrix} \cdot V
\]

where \( V \) is a pellet-specific \( 6 \times 2 \) matrix, optimized to minimize the mean square error between the estimated and the actual L2 pellet positions in the parallel corpus \( [x^{(2)}, x^{(1)}] \).

The complete synthesis pathway is summarized in Fig. 2,a. L1 articulators are mapped into the L2 articulatory space via the normalization step in eq. (3) and then converted into MFCCs via the forward mapping in eq. (2). To generate a pitch contour, we extract the L1 pitch trajectory with STRAIGHT [19], and normalize it to match the pitch range of L2; see [18]. In a final step, the predicted MFCCs are combined with the normalized pitch, L1 energy and L1 aperiodicity to resynthesize an accent-converted

---

1. Parallel utterances are aligned at the frame level, i.e., by minimizing Mel Cepstral distortion via dynamic time warping.

2. In our experiments, a second-order model worked significantly better than a linear transformation and comparably to higher-order models.
3.3 Cross-speaker forward mapping (proposed method)

The above baseline method is impractical for CAPT because it requires measuring articulatory trajectories for each L2 learner. The method proposed in this section overcomes this issue by mapping L1 articulatory trajectories directly into L2 acoustics. As shown in Fig. 2(b), this amounts to replacing the cross-speaker articulatory normalization \( g_{L2} : x^{(L1)} \rightarrow x^{(L2)} \) and the L2 forward mapping \( f_2 : x^{(L2)} \rightarrow y^{(L2)} \) with a single cross-speaker forward mapping (CSFM) \( f_{CSFM} : x^{(L1)} \rightarrow y^{(L2)} \).

Generating a CSFM requires a lookup table of L1 articulatory and L2 acoustic pairs \( \{x^{(L1)}, y^{(L2)}\} \) from which to train the GMM in eqs. (1) and (2). One may be tempted to obtain these pairs by time-aligning L1 and L2 parallel utterances in the acoustic domain (i.e., via dynamic time warping). Unfortunately, doing so would cause the CSFM to capture the non-native gestures of L2. To avoid this issue, here we propose a method that generates pairs of L1-L2 frames based on their normalized acoustic similarity. The overall process is illustrated in Fig. 3. Namely, we apply vocal tract length normalization (VTLN) to the L2 acoustic vectors \( y^{(L2)} \) to account for physiological differences in the vocal tract of both speakers. Following Panchapagesan and Alwan [7], we perform VTLN via a linear transform between the MFCs of both speakers:

\[
W = \arg\min_{W} \|y^{(L1)} - W \cdot y^{(L2)}\|^2
\]

where \( y^{(L1)} \) and \( y^{(L2)} \) are the acoustic vectors for L1 and L2, respectively, and \( W \) is the VTLN transform\(^4\). Next, for each vector \( y^{(L1)} \) we find its closest vector \( y^{(L2)*} \) to minimize Mel-cepstral distortion (MCD) between them as:

\[
y^{(L2)*} = \arg\min_{y^{(L2)}} \|y^{(L1)} - W \cdot y^{(L2)}\|^2
\]

We repeat the same overall process to associate each frame \( y^{(L2)} \) with the closest L1 frame \( y^{(L1)*} \); this ensures that the CSFM covers the entire acoustic space for both speakers. This matching procedure leads to a lookup table of linguistically similar cross-speaker acoustic pairs \( \{x^{(L1)}, y^{(L2)*}\} \). In a final step, we discard pairs whose acoustic distance \( \|y^{(L1)} - W \cdot y^{(L2)*}\|^2 \) is greater than a preselected threshold. The final cross-speaker articulatory-acoustic lookup table \( \{x^{(L1)}, y^{(L2)*}\} \) is obtained by replacing each \( y^{(L1)} \) with its corresponding articulatory vector \( x^{(L1)} \). It is this table that we use to train the CSFM \( f_{CSFM} : x^{(L1)} \rightarrow y^{(L2)} \) as described in §3.1.

---

4 Note that generating this transform requires a lookup table of acoustic vectors \( \{y^{(L1)}, y^{(L2)}\} \), which we obtain by time aligning the L1 and L2 parallel utterances. As in footnote 2, using a linear function \( W \) prevents the VTLN transform from capturing the non-native spectral cues in \( y^{(L2)} \).

5 Samples may be found in [http://psi.cse.tamu.edu/samples/csfm.html](http://psi.cse.tamu.edu/samples/csfm.html)

6 Following [17], we resynthesized the original L1 and L2 utterances from their MFCs to account for quality losses in the articulatory synthesis that are due to the MFCC compression step in Fig. 2.

7 Similar to the baseline method, the CSFM is trained on 100 utterances of native English pronunciation for each subject. One may be tempted to train the CSFM on the original utterances rather than their MFCCs. However, this approach is impractical for CAPT because it requires measuring articulatory trajectories for each L2 learner.

8 Of the 50 test sentences we randomly selected 12 for the experiments; this was done to keep the duration of each listening test below 30 min.

---

4. EXPERIMENTAL SETUP

We tested the CSFM and the baseline method on a corpus of parallel recordings from a native speaker of American English and a Spanish non-native speaker. Both subjects recorded 344 phonetically-balanced sentences from the Glasgow Herald corpus [6]. We reserved 50 sentences for testing purposes, and used the remaining 294 sentences to train the models. For each sentence, we extracted 12 articulatory features (2D positions for the upper lip, lower lip, lower jaw, tongue tip, tongue body and tongue dorsum) and 26 acoustic features (25 MFCCs, and pitch) at 200Hz. MFCCs and pitch were extracted from the STRAIGHT analysis. Since velum position was not available, we used the text transcription to generate a binary feature that represented nasality. In summary, the articulatory feature \( x \) consisted of 2D positions for six EMA pellets, log-pitch, nasality and loudness (MFCC\(_3\)), and the acoustic feature \( y \) consisted of MFCC\(_{24}\) along with their delta values.

For each of the fifty test sentences, we generated five different transformations:

- CSFM: the proposed method, as shown in Fig. 2b
- Base: the baseline articulatory synthesis method in Fig. 2a
- L1: original L1 utterances, resynthesized\(^6\) from MFCCs
- L2: original L2 utterances, resynthesized from MFCCs
- L1n: original L1 utterances, normalized\(^6\) to the vocal tract length and pitch range of L2

We evaluated the CSFM against the other four conditions through three listening tests: (1) an accent perception test, to measure whether CSFM generates native-like utterances, (2) a speaker identity test, to measure whether CSFM retains the identity of the L2 speaker, and (3) an acoustic quality test, to measure distortions introduced during resynthesis. Participants\(^7\) were recruited from Mechanical Turk. Following our prior work [5, 6, 17], participants were required to reside in the US and were also screened through a qualification test that required identifying regional American accents. In the quality and accent evaluation, participants were also required to transcribe each utterance to ensure they paid enough attention to the recordings. Incomplete or grossly incorrect responses were excluded from the study.

5. RESULTS

5.1 Accent perception

Sixteen participants listened to 36 pairs\(^8\) of utterances (CSFM-Base, CSFM-L2 and Base-L2) and were asked to (1) select the most native-like utterance of each pair, and (2) rate how confident they were in their selection in a 7-point Likert scale. Presentation order was randomized for conditions within each pair and for pairs of conditions. Participants’ choice and confidence ratings were combined into a preference score rating from +7 (extremely confident that the first utterance in the pair is more native like) to -7 (extremely confident that the first utterance in the pair is more accentuated).
shows that utterances from both articulatory synthesis methods (CSFM-Base) are perceived as being from the same speaker (median=5, Z=-7.9, p<0.001). Utterances from both methods were also perceived as being from the same speaker as L2 (CSFM-L2: median=3, Z=-3.18, p<0.001; ANS-L2: median=5, Z=-5.78, p<0.001). A Wilcoxon rank-sum test showed no difference between these two methods in terms of their voice similarity with L2 (Z=1.13, p=0.2602). To summarize, participants were “quite confident” that both articulatory synthesizers were of the same speaker, and that this speaker was L2. In contrast, participants were “extremely confident” that L1n was different from CSFM, which shows that a simple guise cannot achieve accent conversion.

6. Discussion

We have presented a data-driven articulatory synthesis method for accent conversion that does not require access to articulatory recordings from the L2 speaker. The method performs a cross-speaker forward mapping (CSFM) to predict L2 acoustics directly from L1 articulators. We compared the CSFM against a baseline method that requires L2 articulators; both methods performed comparably in terms of accent conversion accuracy and ability to preserve the voice quality of the L2 speaker.

The CSFM received a lower rating of synthesis quality than the baseline method. Given that both methods use a GMM for the forward mapping, differences in synthesis quality must be attributed to other factors. In particular, these differences may be explained by the speaker normalization step: the baseline method performs normalization in the articulatory domain via eq. (3), whereas the proposed method uses VTLN in the acoustic domain [7]. This explanation is consistent with the fact that inter-speaker differences are larger (and more complex) in the acoustic domain than in the articulatory domain [21].

Both methods received relatively low ratings of acoustic quality, a result that we attribute to the quality of the L2 corpus. To enable comparison against the baseline method (which requires L2 articulators), we used an L2 corpus that had been collected via EMA, and this interfered with proper articulation. Note, however, that CSFM does not require articulatory recording, so improved quality may be obtained by training the model on an L2 corpus recorded in ideal acoustic conditions (i.e., an audio booth).

At present, our approach uses the L1 aperiodicity and does not consider speaker individuality cues that may be present in the L2 aperiodicity [19]. Thus, further improvements in voice similarity may be obtained by replacing the L1 aperiodicity with its L2 equivalent. One possibility is to estimate L2 aperiodicity from the estimated L2 spectra by exploiting the relation between them; see [22]. Additional work is needed to validate the method on multiple L2 speakers from different L1 backgrounds. By avoiding the expensive process of collecting articulators from each learner, the proposed method makes articulatory-based accent conversion a viable option for CAPT. Using the articulatory manipulation methods described in Toda et al. [13] and Ling et al. [14], our approach may also be used to illustrate (to the learner) the effect that subtle articulatory differences have on acoustics observations, in this way targeting problem areas for each L2 learner.
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